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SEM and Time

Wibbly Wobbly Timey-wimey SEM

1. Killing non-recursivity: panel models

2. Autocorrelation

3. More exotic structures you already know

Problem of Non-Recursive Models
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Larson, DL and Grace, JB (2004) Temporal Dynamics of Leafy Spurge (Euphorbia esula) 

and Two Species of Flea Beetles (Aphthona spp.) Used as Biological Control 

Agents. Biological Control 29:207–214.

Longitudinal Studies – Time-Step (Panel) 
Model for Lagged Effects
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Larson and Grace 2004

The Model
The Model

spurge <- read.csv("../data/spurge00-01_data_logged.csv")

### TEMPORAL AUTOCORRELATION EXAMPLE
spurge_mod <- psem(
lm(LNIG00 ~ LSPAD00, data=spurge),
lm(LLAC00 ~ LSPAD00, data=spurge),
lm(LNIG01 ~ LNIG00 + LSPAD00 + LLAC00, data = spurge),
lm(LLAC01 ~ LLAC00 +LSPAD00, data = spurge),
lm(dspad0t1 ~ LSPAD00 +LLAC01, data = spurge),
LNIG00 %~~% LLAC00,
spurge)

Time-independent dynamics in a Panel Model
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Larson, D.L., Grace, J.B., and Larson, J.L. 2008. Long-term dynamics of leafy spurge 
(Euphorbia esula) and its biocontrol agent, the flea beetle Aphthona lacertosa. 
Biological Control 47:250-256.

Wibbly Wobbly Timey-wimey SEM

1. Killing non-recursivity: panel models

2. Autocorrelation

3. More exotic structures you already know
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There are two key issues regarding space:

(1) Are their things to learn about the other factors that 

could explain variations in the data that vary 

spatially?

(2) Do we have nonindependence in our residuals?

Recent reference on the subject:

Hawkins, BA (2011) Eight (and a half) deadly sins of spatial analysis. Journal of 

Biogeography. doi:10.1111/j.1365-2699.2011.02637.x

Why not to think about autocorrelation
Direct and indirect effects of giant kelp determine benthic

community structure and dynamics

Annual community 
surveys of kelp 

forests and 
benthic 

communities

SEM Example. Algae and inverts compete SEM Example. Algae and inverts compete
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SEM Example. Sampling 2000-2009 SEM Example. Model

Frond 
density

% cover 
algae

% cover 
inverts

But… fixed transects measured annually

Time-Varying Covariates Spatial Covariates

Options: Prayer

A Less Worrisome Model

Frond 
density

% cover 
algae

% cover 
inverts

Time-Varying Covariates Spatial Covariates

Kelpy
Time-Varying Covariates

Kelpy
Spatial Covariates

We can lose exogenous only covariates here…

A Less Worrisome Model

Frond 
density

% cover 
algae

% cover 
inverts

Algae
Time-Varying Covariates

Algae
Spatial Covariates

Invert
Time-Varying Covariates

Invert
Spatial Covariates

Algae covariates are sufficient – they either do or do not covary with frond density
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We cannot tell the difference, but…

X

Y1

Y2

Time-Varying Covariates Spatial Covariates

X

Y1

Y2

Time-Varying Covariates Spatial Covariates

Time-Varying Covariates Spatial Covariates

Time-Varying Covariates Spatial Covariates

Either way the back door is closed!

When should I worry?

• If covariates enter by the back door, you should 
measure them?
• Autocorrelation as a “cure”?

• If covariates are unique to variable, you can ‘leave-
out’ as ‘noise’
• BUT – will affect accuracy of estimates
• Random effects or autocorrelation needed

How can we control correlation?

Frond 
density

% cover 
algae

% cover 
inverts

Algae
Time-Varying Covariates

Algae
Spatial Covariates

Invert
Time-Varying Covariates

Invert
Spatial Covariates

Groups or CorrelationCorrelation…

Thinking in Time

Frond 
density

% cover 
algae

Algae
Time-Varying Covariates

e

If time varying covariates have lagged effects, 

y = BX + ewith e being iid is no longer correct

Autocorrelation alone does not shut the back door
Include actual covariates as predictors where possible
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Thinking in Time

Frond 
density

% cover 
algae

Algae
Time-Varying Covariates

e

e ~ MVN(0, s)

Where off diagonal elements of s are related
However, autocorrelation is s start….

Modeling Autocorrelation. Structures

Correlations among sampling points follow a predetermined 
pattern

Why do this? What if we did not incorporate 
autocorrelation?

• Estimates of coefficients will be unbiased
• Although using temporal autocorrelation can yield 

different answers

• BUT – standard errors will be biased
• Usually too narrow

Do we have autocorrelation?
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Modeling Autocorrelation. nlme

nlme: Linear and Nonlinear Mixed Effects 
Models

install.packages(“nlme”)
library(nlme)

SEM Example. Model

Frond 
density

% cover 
algae

% cover 
inverts

#Model

algae_mod <- lm(percent.algae ~ frond.density, 
data = arkema)

invert_mod <- lm(percent.inverts ~ percent.algae, 

data = arkema)

arkema.sem <- psem(
algae_mod,

invert_mod,
arkema

)

SEM Example. Model

Frond 
density

% cover 
algae

% cover 
inverts

Response     Predictor Estimate Std.Error DF Crit.Value P.Value Std.Estimate    
percent.algae frond.density  -0.6900    0.4370 67    -1.5789  0.1191      -0.1894    

percent.inverts percent.algae  -0.8429    0.0803 67   -10.4903  0.0000      -0.7884 ***

Look at autocorrelation

Frond 
density

% cover 
algae

% cover 
inverts

#Look at residuals by site

res_df <- data.frame(site_trans=arkema$site_trans,
res = residuals(algae_mod))

par(mfrow=c(2,2))

for(asite in levels(res_df$site_trans)){
subdata <- subset(res_df, res_df$site_trans==asite)

acf(subdata$res, cex.lab=1.3, main=asite)
}

par(mfrow=c(1,1))
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ACF Function Looks at Lag Correlation

pacf() looks at partial 
correlation: shifts in means 
(ARMA)

Modeling Autocorrelation. nlme

?corClasses

...
corAR1
autoregressive process of order 1.

corARMA
autoregressive moving average process, with arbitrary 

orders for the autoregressive and moving average 
components.

corCAR1
continuous autoregressive process (AR(1) process for a 
continuous time covariate).
...

Look at autocorrelation

Frond 
density

% cover 
algae

% cover 
inverts

algae_mod_ac <- gls(percent.algae ~ frond.density, data = arkema,

correlation = corAR1(form = ~ year | site_trans))

invert_mod_ac <- gls(percent.inverts ~ percent.algae, data = arkema,
correlation = corAR1(form = ~ year | site_trans))

Look at autocorrelation

Frond 
density

% cover 
algae

% cover 
inverts

Response     Predictor Estimate Std.Error DF Crit.Value P.Value Std.Estimate    
1   percent.algae frond.density  -0.7505    0.4412 69    -1.7011  0.0936      -0.2060    
2 percent.inverts percent.algae  -0.8159    0.0596 69   -13.6922  0.0000      -0.7631 ***
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SEM Example. Your turn…

Re-fit the model addressing the potential 
temporal autocorrelation with an AR1 Process 
and the spatial autocorrelation using a random 

effect of site/transect

Use lme

Frond 
density

% cover 
algae

% cover 
inverts

Use arkema <- read.csv(“../Data/arkema.csv”)

SEM Example. Your turn…

Frond 
density

% cover 
algae

% cover 
inverts

arkema.sem3 <- psem(
lme(percent.algae ~ frond.density, random = ~ 1 | site/transect,

correlation = corCAR1(form = ~ year | site/transect),
data =  arkema),

lme(percent.inverts ~ percent.algae, random = ~ 1 | site/transect,

correlation = corCAR1(form = ~ year | site/transect),
data = arkema),

data = arkema

)

SEM Example. Your turn…

Frond 
density

% cover 
algae

% cover 
inverts

Response     Predictor Estimate Std.Error DF Crit.Value P.Value Std.Estimate
1   percent.algae frond.density  -1.3262    0.4024 57    -3.2960  0.0017      -0.3640 **
2 percent.inverts percent.algae  -0.7958    0.0621 57   -12.8101  0.0000      -0.7444 ***

-0.36 -0.74

Algae Model

Frond 
density

% cover 
algae

% cover 
inverts

Random effects:
Formula: ~1 | site

(Intercept)
StdDev:    11.16566

Formula: ~1 | transect %in% site

(Intercept) Residual
StdDev:    4.527033 14.46497

-0.36 -0.74
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Not Much Autocorrelation After This Model

Frond 
density

% cover 
algae

% cover 
inverts

Correlation Structure: Continuous AR(1)
Formula: ~1 | site/transect 

Parameter estimate(s):
Phi 

1.386084e-09 

-0.36 -0.74

What did that grouping do?

• Paper includes mediation 
by mid-canopy kelps

• Random effect accounted 
for ‘back door’ variables! 

Space, Time, and Backdoors

• Accounting for autocorrelation does not 
close backdoors!

• BUT – accounting for similar 
autocorrelation across endogenous 
variables can aid in assessment of 
conditional independence

• If we can determine groups of spatial and 
temporal covariates that connect to a 
single endogenous variable, random 
effects are useful!

• Consider time and your model structure –
many exotic methods here!

And ultimately…this formulation for timeseries 
works!

Forest Hare 
Anomaly

Forest Lynx
Anomaly

Forest Understory
Vegetation

ErrorH

Errorv

CV

eV

CH

eH

Mean County 
Hare  Abundance

Mean County 
Lynx Abundance

Anomalyij = Abundanceij – Mean Abundancei
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Causal Inference from Longitudinal Panel Data

Mean County 
Hare  Abundance

Mean County 
Lynx Abundance

Forest Hare 
Anomaly

Forest Lynx
Anomaly

Forest Understory
Vegetation

ErrorH

Errorv

CV

eV

CH

eH

Anomalyij = Abundanceij – Mean Abundancei

• This formulation DOES shut the
back door

• See also fixed effect model

• See also Mundlak devices

• And change models...

Change Models Shut Back Doors

Change in 
Forest Hare

Change in 
Forest Lynx

Change in
Understory Vegetation

ErrorH

Errorv

CV

eV

CH

eH

There are two key issues regarding space:

(1) Are their things to learn about the other factors that 

could explain variations in the data that vary 

spatially?

(2) Do we have nonindependence in our residuals?

Recent reference on the subject:

Hawkins, BA (2011) Eight (and a half) deadly sins of spatial analysis. Journal of 

Biogeography. doi:10.1111/j.1365-2699.2011.02637.x

Why not to think about autocorrelation Wibbly Wobbly Timey-wimey SEM

1. Killing non-recursivity: panel models

2. Autocorrelation

3. More exotic structures you already know
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Exotic methods often are hierarchical models!

45

yt1yt0

type

precip
year0

slope

yt2 yt3

inter-
cept

precip
year1

precip
year2

precip
year3

upper-level covariate

random slopes and
intercepts

lower-level covariate

lmer(y ~ time*type + precip +
(1 + time | block))


